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Highlights:

1) We steer COMET [1] towards MQM by first pretraining on DAs 
and then fine-tuning on z-normalized MQM scores.

2) We propose several reference-free metrics based on COMET and 
OpenKiwi [2] that achieve competitive results with 
reference-based metrics. 
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Transfer Learning from DA’s into MQM

We also developed a reference-free metric using the OpenKiwi [3] 
framework. This model was trained with proprietary MQM annotated 
data from a customer support domain.

Reference-Free models

Our COMET-QE architecture 
follows the exact same 
architecture as RUSE [3].

Results for the shared task devset [4]

Segment-level correlations for all the developed metrics. Overall we see 
that reference-free COMET metrics are competitive with reference-based 
ones. As expected fine-tuning on MQM z-scores yield the best results.

For system-level we evaluated each metric on binary decisions 
between systems using the WMT  kendall-tau like formula. We 
do this between all systems (left side) and between “human 
systems” and MT systems (right side). Our results show that 
the proposed reference-free metrics have a clear 
preference for human translations. 
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