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Our submission is an ensemble between two evaluation models:

- COMET estimator trained on DA’s (similar to the model from Rei et al. 2020)

- New Multitask Model trained on MQM data.

Our new architecture was specifically designed to learn from MQM data by taking advantage of MQM error 
spans along with the final sentence score.

Together these models show improved correlations compared to state-of-the-art metrics from last year as well 
as increased robustness to critical errors.
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Extending COMET for Sequence Tagging

Our new multitask model is inspired by OpenKiwi (Kepler 
et al. 2019) and UniTE (Wan et al. 2022) and performs 
both regression and sequence tagging.

From this model we produce 4 scores: 
1) Reference score 
2) Source score 
3) Unified score
4) Tagging score

Since the model is trained with and without references 
we can also use it for QE-as-a-metric by restricting the 
access to the reference translation during inference.
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