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 ✔   COMET outperforms lexical metrics (BLEU, chrF) for MT evaluation 
 ✘    … but it is less sensitive to specific error patterns 

▶ e.g. changes in numbers, named entities, sentence polarity, ... 

💡   What if we combine them and enhance COMET with some lexical information?
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Extending COMET for Lexical Features Incorporation

Figure 1: The architecture of the COMET model with 
incorporated sentence-level lexical features.

Figure 2: The architecture of the COMET model with 
incorporated word-level lexical features.

Proposed Approach:
  ▷ Ensemble sentence-level metrics

  ▷ Use BLEU & chrF sentence-level scores as
       extra features through a bottleneck layer
  ▷ Use subword-level quality features based on 
       TER alignements between target and reference

Evaluation:
 We compare with:
   ▷ COMET
   ▷ COMET + augmentation

 We measure:
   ▷ Correlation with humans: WMT22; MQM 
   ▷ Accuracy on challenge sets: DEMETR, ACES
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